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Carbon footprint has become an important 
topic in systems research



Carbon footprint modeling: the ACT 
approach
• ACT (Gupta et. Al., ISCA’22) is a carbon footprint modeling tool. It 

organizes the carbon emission of a system into two categories
• Embodied carbon
• Operational carbon

Gupta, Udit, Mariam Elgamal, Gage Hills, Gu-Yeon Wei, Hsien-Hsin S. Lee, David Brooks, and Carole-Jean Wu. "ACT: Designing sustainable computer systems with 
an architectural carbon modeling tool." In Proceedings of the 49th Annual International Symposium on Computer Architecture, pp. 784-799. 2022.



Goal of this presentation

Share our experience and the challenges we 
encountered while using the ACT tool to 
model the carbon footprint of a large-scale 
GPU-accelerated HPC system



Embodied footprint modeling challenge 1

• Difficult to obtain information related to carbon footprint 
modeling from vendors’ product datasheet, for example
• Number of ICs packaged on a NVIDIA GPU card
• Die area of Intel Xeon processors



Embodied footprint modeling challenge 2

• ACT’s model works well for a single device, e.g., desktop, phone
• But lacks extensibility to large scale distributed systems

• For example, the network fabrics for inter-node communication

Networking



Embodied footprint modeling challenge 3

• Need for GPU-specific features to model GPU-accelerated systems
• ACT models GPUs like CPUs – based on the processor’s die area
• Modern GPUs use FinFET technology compared to traditional CMOS
• GPUs such as NVIDIA V100 use HBM2 memory that is stacked vertically and 

integrated into the same package with the GPU cores
• Unlike CPUs that use DDR4/DDR5 discrete memory chips

https://en.wikipedia.org/wiki/High_Bandwidth_Memory



Operational carbon footprint challenge 1

• Need for systematic power monitoring tool
• We need to monitor CPU/GPU power at node level
• Use this to estimate operational energy
• Then convert to emitted carbon using real-time carbon intensity
• Good to have a universal software suite that can be used in any datacenter 

in any location



Operational carbon footprint challenge 2

• Difficult to estimate operational carbon emission on the next-
generational system
• When making system upgrade decisions, need to build carbon footprint 

model for the next generational system
• But the HW/SW profiling for operational carbon is difficult to obtain from 

new hardware in the future
• System operators also usually do not have information about the user 

workload



Summary and recommendations

• Hardware manufacturers
• Provide more data to customers from the carbon perspective

• Embodied carbon modeling
• Extension to audiences from HPC and distributed system field is needed

• Operational carbon modeling
• Need for universal and systematic monitoring tool
• Would be helpful for system operators to record history of previous 

hardware upgrades for reference

Feel free to reach out! 
Baolin’s email: li.baol@northeastern.edu
Baolin’s website: https://baolin-li.netlify.app/
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Thank you!
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